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Protection from  
Human Error
Guarded Motion Methodologies 
for Mobile Robots

By Kevin S. Pratt and Robin R. Murphy

I
ndustrial manipulators and 
unmanned systems often 
address a large number of tasks 
with some type of human-in-the-
loop method. In these systems, the 

robot is given responsibility for some 
portion of the control tasks, but the 
human has some role for a variety of 
reasons; for example, the current technology may not 
be sufficient for the robot to complete the entire task: there may 
be safety, liability, or regulatory constraints, or the economics 
favor a human-in-the-loop process. An example of where human-
in-the-loop control is of increasing interest is for telecommuting by 
health-care providers [1] and the general public [2] and for data 
gathering for disaster response [3]. These remote presence applications 
allow humans to perceive and act from a distance through a mobile-
robot. Remote presence is more challenging than telesurgery and space 
telepresence from an interface perspective, as the operators are not expected 
to be highly trained on robots and will be working in dynamic or unpredictable 
environments.

To arbitrate potential conflicts between the human and robot controller, systems 
often implement a guarded motion functionality to integrate the competing commands. 
For the purposes of this article, guarded motion is defined as a method for monitoring and addressing safety 
constraints for human-directed operations when the human has inferior knowledge (compared to the 
robot) of the robot’s pose and relation to its environment. In essence, guarded motion is a type of human-in-
the-loop control where the robot guards itself from unintended consequences of human directives (collision 
avoidance, unstable configurations, excessive force, unnecessary power consumption, etc.).
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This article reviews the literature on guarded motion for 
mobile-robots in order to capture the state of the practice 
and to identify open research issues. Understanding guarded 
motion is important and timely because unmanned systems 
for remote presence applications in business, military, medi-
cine, law enforcement, and emergency response are moving 
from manual teleoperation toward increased shared auton-
omy. These robots are becoming equipped with manipula-
tors and are working at ever larger distances from the 
operator. While progress is being made in autonomy, 
guarded motion is also needed as an intermediate step for 
fully autonomous systems.

This article surveys 32 systems using a novel taxonomy 
created to capture both control elements (autonomy inter-
vention criteria, command integration method, monitored 
condition) as well as the interface characteristics (interface 
modality, display preprocessing). A taxonomy for guarded 
motion does not appear to exist, instead the variations of 
guarded motion are loosely grouped together under the 
category of supervisory control. As Sheridan describes in 
[4], manual control covers methods with no autonomy, 
autonomous control covers methods with trivial or no 
human intervention, and supervisory control covers all 
methodologies in between. Sheridan’s levels of control have 
been refined by the levels of automation scale presented by 
Parasuraman et al. in [5]. In the levels of automation classi-
fication, guarded motion systems would then occupy levels 
4–7; from “[The computer] suggests one alternative” to 
“[The computer] executes [the suggestion] automatically, 
then necessarily informs the human” [5]. This framework 
positions guarded motion as a middle ground where 
human and computer generated commands must be inte-
grated, but does not provide specific guidance on what 
methods to use under what conditions.

History of Guarded Motion
Because guarded motion involves both manual and autono-
mous control schemes, it may seem a more complex control 
methodology and hence something that was developed later 
in the evolution of robotic systems. In fact, the concept of 
guarded motion has been around nearly as long as researchers 
have been working with robots. The idea of guarded motion 
was first proposed by Will and Grossman in 1975 as a 
guarded move, which they define as “a move until some 
expected sensory event occurs” [6]. In [6], they were con-
structing a robot arm for automated assembly, so guarded 
moves were most commonly employed to allow an arm to 
detect when it had made contact with a surface and to stop its 
commanded motion path.

As with many concepts in robotics, much of the early 
work was done with robotic arms and other types of tele-
manipulators. In 1980, Bejczy presented a summary of tele-
manipulator work being conducted at Jet Propulsion 
Laboratories (JPL), California Institute of Technology, Pas-
adena [7]. Though he did not use the term guarded motion, 
his description of shared control systems, where “. . . the 

computer is in series with the operator and transforms or 
modulates the operator’s functional commands” [7], is one 
of the earliest explorations of how the concept of guarded 
motion might be best utilized. In his work, Bejczy discusses 
proximity sensors being developed for the Shuttle Remote 
Manipulator System (SRMS), force-torque sensors, and slip 
sensors, and presents results that show that the shared con-
trol systems being developed decreased movement time 
and increased placement accuracy when compared with 
strict manual control. Following Bejczy, there were contri-
butions by Lee et al. in 1985 with the JPL general bilateral 
manipulator control [8], Backes and Tso in 1990 [9] and 
Backes et al. in 1991 [10] (the first to deal explicitly with the 
time delays introduced by teleoperating space-based sys-
tems) with the JPL UMI telemanipulator, and Hirzinger et 
al. in 1993 who described the ROTEX experiment that had 
flown on STS-55 [11].

It is not until 1996 that guarded motion concepts (most 
notably both Krotkov et al. and Simmons et al.’s work on a 
lunar rover testbed system [12], [13]) appeared to be applied 
to mobile-robots. Some of the concepts originally presented 
in both of these early papers have evolved and are still used by 
the latest guarded motion developments deployed on the 
Mars Exploration Rover (MER), as discussed separately by 
Baumgartner [14], Biesiadecki and Miamone [15], Trebi-
Ollennu et al. [16], and Wright et al. [17].

While some works on guarded motion, notably Krotkov  
et al. [12] and Simmons et al. [13], preferred the term safe-
guarded teleoperation, this article will follow the principle of 
priority from paleontological taxonomy, and give preference 
to the term first used, guarded motion, as presented in [6]. 
None of these sources give a clear definition of the term safe-
guarded teleoperation, but the implicit definition shows that 
the two terms should be viewed as functionally synonymous, 
or at least as referring to the same core concept.

Taxonomy
The process of examining and classifying guarded motion 
implementations is fundamentally a study of how the system 
handles conflicts (axes 1 and 2), which variables the system 
monitors (axis 3), and how this information is presented to 
the operator (axes 4 and 5). Proceeding from the definition of 
guarded motion posited above, a five-axis system has been 
devised which accounts for these questions. These axes are
1)	�Autonomy Intervention Criteria: details when the system 

intervenes with the commands issued by the operator. 
2)	�Command Integration Method: covers how the system 

integrates its commands with the user’s commands. 
3)	�Monitored Condition: describes which variables and 

environmental conditions the system monitors and 
accounts for. 

4)	�Interface Modality: accounts for how the system presents 
information to the operator.

5)	�Display Preprocessing: discusses how much processing is 
performed on sensor data before it is presented to the 
operator.
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Table 1. Control elements of guarded motion: autonomy intervention criteria,  
command integration method, and monitored condition.

Autonomy  
Intervention Criteria

Command  
Integration Method Monitored Condition

System Exception Continuous Traded Blended Obstacles Pose Energy Health
Effector 
Force

Bologna Haptic Pioneer [18] ✓ ✓ ✓

Bremen Autonomous  
Wheelchair [19]

✓ ✓ ✓ ✓ ✓

CMU Pioneer [20]–[22] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dante II [23] ✓
✓ ✓ ✓

ERA [24], [25] ✓ ✓ ✓ ✓

ESA ROTEX [11] ✓ ✓ ✓ ✓ ✓

IBM Automated Assembler [6] ✓ ✓ ✓ ✓

INL ATRV [26]–[28] ✓ ✓ ✓

INL Packbot [29] ✓ ✓ ✓

INL Pioneer [29] ✓ ✓ ✓

JEMRMS-MA [24], [25] ✓ ✓ ✓ ✓

JEMRMS-SFA [24], [25] ✓ ✓ ✓ ✓

JPL General Bilateral  
Manipulator [8]

✓ ✓ ✓

JPL Shared Space  
Telerobot [30]

✓ ✓ ✓ ✓

JPL UMI Telerobot [9], [10] ✓ ✓ ✓

Lowell ATRV Jr. [31], [28] ✓ ✓ ✓

MER [14]–[17] ✓ ✓ ✓ ✓ ✓ ✓

NASA 3T System [32]–[35] ✓ ✓ ✓ ✓

NASA Ames K10 [36] ✓ ✓ ✓ ✓ ✓ ✓

NASA MESUR/Pathfinder  
[37]–[39]

✓ ✓ ✓ ✓ ✓ ✓

NASDA ETS-VII [40]–[42] ✓ ✓ ✓ ✓ ✓ ✓

Postech pioneer [43] ✓ ✓ ✓

Ratler [12], [13] ✓ ✓ ✓

Robonaut [44] ✓ ✓ ✓ ✓

Stanford Haptic Gripper [45] ✓ ✓ ✓

SPDM [46], [24], [25] ✓ ✓ ✓ ✓

SRMS [33], [24] ✓ ✓ ✓ ✓

SSRMS [24], [25] ✓ ✓ ✓ ✓

Strathclyde ROV [47] ✓ ✓ ✓

UofM NavChair [48], [49] ✓ ✓ ✓

UrBot [50] ✓ ✓ ✓

Wheelesley [51] ✓ ✓ ✓
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Table 2. Two interface components of guarded motion: modality and preprocessing.

Modality 
Count Modality Type Display Preprocessing

System Visible Audible Tactile Direct Augmented Virtual

Bologna Haptic Pioneer [18] 2 ✓ ✓

Bremen Autonomous Wheelchair [19] 1 ✓ ✓

CMU Pioneer [20]–[22] 3 ✓ ✓ ✓

Dante II [23] 1 ✓ ✓

ERA [24], [25] 1 ✓ ✓

ESA ROTEX [11] 1 ✓ ✓

IBM Automated Assembler [6] 1 ✓ ✓

INL ATRV [26]–[28] 2 ✓ ✓ ✓

INL Packbot [29] 2 ✓ ✓ ✓

INL Pioneer [29] 1 ✓ ✓

JEMRMS-MA [24], [25] 1 ✓ ✓

JEMRMS-SFA [24], [25] 1 ✓ ✓

JPL General Bilateral Manipulator [8] 3 ✓ ✓ ✓ ✓

JPL Shared Space Telerobot [30] 2 ✓ ✓ ✓

JPL UMI Telerobot [9], [10] 2 ✓ ✓ ✓ ✓

Lowell ATRV Jr. [31], [28] 1 ✓ ✓

MER [14]–[17] 1 ✓ ✓

NASA 3T System [32]–[35] 1 ✓ ✓ ✓ ✓

NASA Ames K10 [36] 1 ✓ ✓

NASA MESUR/Pathfinder [37]–[39] 1 ✓ ✓

NASDA ETS-VII [40]–[42] 1 ✓ ✓

Postech Pioneer [43] 1 ✓ ✓

Ratler [12], [13] 1 ✓ ✓

Robonaut [44] 3 ✓ ✓ ✓ ✓

Stanford Haptic Gripper [45] 2 ✓ ✓ ✓ ✓

SPDM [46], [24], [25] 1 ✓ ✓

SRMS [33], [24] 1 ✓ ✓

SSRMS [24], [25] 1 ✓ ✓

Strathclyde ROV [47] 1 ✓ ✓

UofM NavChair [48], [49] 1 ✓ ✓

UrBot [50] 1 ✓ ✓

Wheelesley [51] 1 ✓ ✓

Table 1 describes the control element axes (1–3) and Table 2 
presents the interface axes (4 and 5), with each table listing a 
range of robotic systems and noting how they are classified 
under this taxonomy. 

Autonomy Intervention Criteria
The first of the differentiation axes, autonomy intervention 
criteria, describe when the system modifies the set of com-
mands issued by the operator. The two potential values on 
this axis are exception and online. While the system is of 

course constantly monitoring in both cases, in the exception 
case, the system becomes fully activated if the parameter in 
question violates the set constraint condition, while in the 
online condition, the system is constantly adjusting the opera-
tor command input before it is sent to the effectors.

A common example of the exception-type intervention 
criteria is an emergency stop system. When the constraint is 
violated (the robot goes out of a GPS bounding box, it gets 
too close to an obstacle, or is about to enter an unsafe pose), 
the guarded motion behavior intervenes and stops the system 
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to prevent it from causing any harm. Within the surveyed lit-
erature, 21 examples of exception-based intervention criteria 
were found. One clear example of an error condition update 
system, the MER, actually presents two distinct examples: the 
MER rover mobility and instrument deployment device 
(IDD) motion control software. Baumgartner [14], Biesi-
adecki and Maimone [15], and Wright et al. [17] all discuss 
different aspects of the MER mobility system, while Trebi-
Ollennu et al. [16] discuss the IDD. In both cases, the system 
will execute a stream of commands at a given autonomy level, 
but if any of a myriad of safety conditions are violated, the sys-
tem is halted, and operators on earth are alerted. Another 
example of an error condition system is presented by Griffin 
et al. in their discussion of a system for helping operators 
maintain appropriate grip force with a remote robotic hand 
through visual, auditory, and haptic alerts on over and under 
gripping conditions [45].

For online systems, the most direct example is a potential 
field system that is repulsed by obstacles. As an object comes 
closer and closer in the view of a range sensor, the system 
adds a proportionally increasing control vector in the direc-
tion opposite the detected obstacle. Even at longer distances 
where there is no danger to the robot, the system is modifying 
the user commands (though much less significantly) to help 
the operator avoid the obstacle. One example of an online sys-
tem is the wheelchair with assistive navigation by Bell et al, 
which, in the presence of obstacles, commands the wheelchair 
in the unobstructed direction nearest to the direction com-
manded by the user and then reduces the chair’s speed based 
on the amount of this deviation [48]. A second wheelchair by 
Rofer and Lankenau also uses an online methodology, but 
only to reduce the vehicle’s speed as objects approach [19].  
A final example of such an online system is presented by  
Diolaiti and Melchiorri [18]. Their system uses a virtual mass 
and spring model to apply control inputs to the rover as it 
approaches an obstacle.

Command Integration Method
The next axis of differentiation, command integration 
method, covers how the system behaves in the event of a vio-
lation of safety constraints. The systems handle this condition 
in one of two ways: either by assuming total control for the 
subsystem in question or by modifying the operator’s com-
mands to help avoid the hazard.

The logical example of traded control would be 
unmanned ground vehicles (UGVs) stopping during a drive 
action when they detect an obstacle in the directed path. 
Conversely, a simple example of a blended control response 
would be if this same UGV instead modeled the detected 
obstacle with a repulsive potential field and relied on the 
p-field methodology to appropriately divert the vehicle 
around the obstacle. As with the values on the autonomy 
intervention criteria axis, these are simply some straightfor-
ward examples, these values can be applied to vehicle mobil-
ity, manipulators, payload sensors, and across all available 
robot domains.

It is worth noting that traded control in this case does not 
fully follow the definition given by Sheridan. The given defi-
nition for traded and shared control is:

The human may remain as a supervisor or may, from 
time to time, assume direct control (this is called traded 
control), or may act as supervisor with respect to con-
trol of some variables and direct controller with respect 
to other variables (shared control). [4]
Traded control in Sheridan’s definition means that the 

human steps in and takes control for a period of time and 
then passes control back to the robot when they are done. In 
guarded motion, just the inverse of this happens. Control is 
still traded back and forth between man and machine, but in 
this case, the robot makes the decision to assume control from 
the operator and then relinquishes control to the human again 
once the given safety conditions are satisfied. The definition of 
blended control used here is also similar to the definition of 
shared control presented above, but instead of the human 
controlling some elements directly and the robot other ele-
ments, blended control has them both simultaneously con-
trolling the same element and blending (through command 
summation or otherwise) the two sets of commands.

As previously seen with the autonomy intervention  
criteria, one clear example of traded control on a detected 
safety condition violation is the MER mobility and IDD soft-
ware. In both systems, the command stream is executed until 
the goal condition is reached, or an error condition is reached. 
In the mobility software, a wide range, of conditions are mon-
itored to make sure it is safe to drive, including sensors and 
vehicle health, vehicle pose, sufficient northerly tilt to main-
tain solar charge, time of day, and obstacles [14], [15], [17]. 
On the other hand, the IDD monitoring focuses on the joint 
sensors and the contact switch on the end of the arm (inci-
dentally, this contact switch is also used to verify successful 
completion of an arm move when it makes contact in the 
expected position) [16]. While it could be tempting to say that 
simple traded control demonstrates a lower level of system 
sophistication or intelligence (such as when the robot is over 
50 million km away), there are conditions when the absolute 
safety of the system is paramount, and thus the better system 
appears more cautious and less advanced than others. Krot-
kov et al. and Simmons et al. detail a similar planetary rover 
system in their initial development tests for a lunar rover sys-
tem [12], [13]. A second example of traded control is the fam-
ily of robotic arms used on the International Space Station 
and other spacecraft. This set of remote manipulators 
includes the SRMS, Space Station Remote Manipulator Sys-
tem (SSRMS), Special Purpose Dextrous Manipulator 
(SPDM), ETS-VII, Japanese Experiment Module Remote 
Manipulator System–Main Arm (JEMRMS-MA), Japanese 
Experiment Module Remote Manipulator System–Small Fine 
Arm (JEMRMS-SFA), ROTEX, and the European Robotic 
Arm (ERA). While each of these systems has a unique control 
system, they are all direct descendents of the original remote 
manipulator system, the Space Shuttle’s SRMS, and all employ 
a traded control scheme which will stop all movement  
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operations if a joint angle, force sensor, or other limitation is 
violated [33], [46], [24], [11], [40]–[42], [25].

On the other hand, an example of the blended control sys-
tem is the assistive wheelchair navigation system presented by 
Bell et al.: user commands given to the wheelchair are modi-
fied with a potential field’s representation of detected obsta-
cles to drive the wheelchair in the safe direction closest to the 
intended user command. Similar wheelchair control method-
ologies can be seen in Rofer and Lankenau [19], Simpson and 
Levine [49], and Yanco [51], and this blended control can also 
be seen applied to UGVs in Bruemmer et al. [27], Goodrich 
et al. [52], Krotkov et al. [12], and Simmons et al. [13]. Griffin 
et al. illustrate a blended control system with a robotic manip-
ulator assisting the operator in maintaining appropriate grip-
ping force on an object [45].

Monitored Condition
The third axis, monitored condition, describes which vari-
ables and environmental conditions the system monitors and 
uses to reject or modify an operator directive. As noted in the 
definition of guarded motion,while it is tempting to constrain 
guarded motion simply to obstacle avoidance, guarded 
motion behavior can be used to monitor a much wider set of 
conditions than just obstacles. Unlike some of the other axes, 
the potential values on this axis are best represented by gradi-
ent or range of values, rather than distinct positions. In addi-
tion to obstacle avoidance, guarded motion methodologies 
can also be used to track vehicle pose, end-effector force, 
energy state and capacity, vehicle state, longitudinal system 
health, or any combination of these values (or numerous 
potential other conditions); due to space limitations, a discus-
sion of only the most illustrative situations where the robot 
overrides the human is presented below.

Several examples of straightforward obstacle avoidance 
guarded motion have been presented in both the assistive 
navigation wheelchair systems as well as the UGV systems. 
The wheelchair systems tend to use sonar detection systems 
[48], [19], [49], while UGV systems see a mix between sonar, 
scanning laser ranger, and stereo (or other) vision systems 
[27]–[29], [31].

Regarding the other monitored conditions, Fong et al. 
demonstrate a controller that monitors not only obstacles 
but also pose (in the form of Euler angles to monitor for 
rollover) and system health (as energy state, overtempera-
ture, motor stall, and controller failure) [20]. The other sys-
tem of note for monitoring multiple data points is the MER 
system. The system not only watches for obstacles but also 
senses six degrees of freedom pose, suspension rocker bogie 
angles, energy state, charge capability (angle toward the 
sun), and system and component health (among others) 
[14], [15], [17].

With the early telemanipulator [8]–[10], [30], [6] and the 
remote manipulator systems operating in space [33], [46], 
[24], [11], [40]–[42], [25] it is more common for the system 
to monitor pose and effector force rather than monitor the 
overall operational envelope for obstacle avoidance.

Interface Modality
The next axis of classification, interface modality, encom-
passes the system interface and how the system presents 
information to the operator. Along this axis, systems tend to 
have elements from the three primary modalities (visual, 
audible, tactile), but they may use these elements in any of the 
possible combinations and permutations.

As prototypical examples, within monomodal systems, the 
large majority are visual systems only (as Table 2 shows, 17 
visual-only systems versus zero audible-only, and four tactile-
only). In simple cases, this can be only a video feed from the 
robot, but also includes video streams presented contemporane-
ously with other visual information such as numerical readouts, 
status messages, or video overlays. An example multimodal sys-
tem might then add tactile feedback through a force-feedback 
controller and audible alerts to grab the operators’ attention 
when they become intently focused on the visual display.

The field of interface design and modality is by its own right 
a well-established research area, readers are therefore referred 
to human–robot interaction (HRI) and human–computer 
interaction (HCI) research for numerous additional examples 
of monomodal, visual-based design systems (not to imply that 
HRI/HCI is only concerned with this type of interface, but sim-
ply that they have been well studied in this context).

However, as Table 2 indicates, monomodal interfaces are 
not strictly limited to the visual channel. The assistive wheel-
chair navigation systems already discussed all present their 
feedback as haptic information, either through a vibrotactile or 
force-feedback controller, or through changes to the chair’s 
velocity, a haptic feedback sensed by the user’s vestibular system 
rather than the traditional touch-based systems [48], [19], [49].

A majority of the newer UGV interfaces all discuss multi-
modal interfaces, either as one of the independent variables 
tested, or as simply the methodology chosen to develop the 
interface. The methods discussed include fully trimodal sys-
tems (visual, auditory, and tactile) as well as all possible 
bimodal configurations [27], [29], [18], [43], [53]. The robotic 
manipulator tests presented by Griffin et al. also evaluated the 
full gamut of multimodal systems with tactile, auditory, and 
visual alerts for gripper force [45]. This full range of possibili-
ties is also discussed in Fong and Thorpe’s survey of teleoper-
ation interfaces (as indeed, modality applies to all such 
interfaces, not just guarded motion systems) [21].

Display Preprocessing
The fifth and final axis to consider, display preprocessing, is 
similarly concerned with how the data are presented to the 
operator, but from the perspective of how much and what type 
of processing is done to the data before they are presented to 
the user. The three potential values along our preprocessing 
axis are a direct feed, augmented reality, and virtual reality, 
using the most frequent occurrence of terminology from the 
papers themselves. As can be inferred, the direct feed simply 
presents the data collected by the robot directly to the user 
with a minimum of additional processing. Augmented reality 
then refers to a state where this basic feed has been overlaid or 
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enhanced with additional elements of data or alternate repre-
sentations of the given data. At its base, this augmented reality 
is still looking at the world perceived by the robot, which is in 
contrast to the virtual reality system where the underlying rep-
resentation is a reconstruction of the environment; something 
not directly perceived by the robot (sensor readings are of 
course used in this virtual reality world, but to construct and 
modify the model presented to the user). We note that the 
boundary between augmented reality and virtual reality in 
older mobile-robot systems is becoming blurred, and newer 
mobile-robot systems may be better described as using aug-
mented virtuality [54].

It should be noted that in their taxonomy of HRI, Yanco 
and Drury [55] identify sensor preprocessing as one of 
their classifiers as well. As used in the guarded motion tax-
onomy, we use a somewhat broader definition than the pre-
sentation in the HRI taxonomy. Yanco and Drury present 
two examples in their taxonomy (a sonar used to build a 
map, and a video with certain regions highlighted), which, 
in our taxonomy, would both be considered part of the 
middle, augmented, level, as some processing is performed 
on the sensor data in both cases, but the base of the display 
is still the direct sensor readings.

The clear example for all three of these cases is with a 
video stream presented to the user. In the direct-feed case, the 
video from the robot’s camera is simply shown to the opera-
tor. The augmented reality then enhances that video stream 
with an overlay such as detected obstacles, navigation and 
goal position markers, or numerical readouts of pose, energy 
management, and other vehicle state information. The virtual 
reality interface would instead use the vehicle’s detected posi-
tion and relation to obstacles to construct a three-dimen-
sional (3-D) model of the operating environment, place the 
robot in the environment, and then present a view of this 
constructed environment to the operator such that the opera-
tor is controlling the vehicle in this virtual environment, and 
the physical agent then is given commands to mimic the 
actions of its virtual counterpart.

While there are undoubtedly a large number of examples 
throughout the teleoperation and HRI literature, the most ele-
mentary and easiest to understand of these interface types is 
the direct feed. Two examples of this type are the summary of 
visual robotic interface elements compiled by Ellis [56], and 
the survey of teleoperation interfaces compiled by Fong and 
Thorpe [21]. Ellis discusses a broad range of elements used in 
many of the early visual teleoperation interfaces, while Fong 
and Thorpe discuss teleoperation interfaces as a whole, break-
ing their discussion out into direct rate controller interfaces, 
multimodal/multisensor systems, supervisory control, and 
novel controller systems.

Alternately, examples of the augmented display style can be 
seen in many of the UGV interfaces: particularly, clear exam-
ples are available in Fong et al. [22] and Bruemmer et al. [27].

An example of the third and final option, virtual reality is 
the rover sequencing and visualization program (RSVP) used 
by JPL to control the MER rovers. Using data collected by the 

stereo imagers and the HazCams on the rovers, a local 3-D 
model of the rover’s environment is generated, and this model 
is then shown to the operator through RSVP. The operators 
then drive the rover’s path for the next socially optimized 
learning in the virtual environment of RSVP. Based on the 
operator’s commands to the virtual rover, a command 
sequence is then generated which is then fine-tuned and sent 
to the rover for execution. In the case of the MERs, this virtual 
reality capability is necessary to overcome the time delay to 
and from Mars; if the robot is not in a given location to take 
video, this view must be generated in the virtual reality space 
[14], [15], [17].

Such methodologies of controlling a virtual robot 
through a virtual environment can also be used in real time, 
when the video is insufficiently clear to operate from, or tem-
poral data (such as past map elements) is difficult for opera-
tors to recall quickly and accurately [20], [27]–[29], [31]. 
Virtual reality can also be used not only when video is 
degraded but also unavailable. Lin and Kuo describe a sys-
tem for operating a remotely operated vehicle (ROV) near 
the foundation structure of an offshore oil rig. In such a sub-
sea environment, with high turbidity and absorptivity, insuf-
ficient light means video is not a viable sensor, except 
immediately in front of the vehicle where local light systems 
can overcome these problems. Sonar, on the other hand, can 
map the structure of the oil rig viewed from the ROV and 
then be used to register the vehicle in the water to its location 
to be updated within the virtual model [47].

Discussion
In addition to the taxonomy and synthesis of design heuris-
tics, the survey of the literature provides three general obser-
vations about the history and general nature of guarded 
motion and identifies four open research questions for apply-
ing guarded motion to mobile-robots.

Observations
Examining the taxonomical results above, we identify three 
quantitative points that emerge from the evaluated litera-
ture. These observations are listed with a brief note discuss-
ing the point.

All taxonomical options had been tried at least once by 
1990, except for energy and health management: Within the 
classifications, we looked for any natural groupings or clusters 
that appeared along the time axis. Rather than finding that 
guarded motion strategies had evolved from one type to 
another or that there was a clear order of development, the 
data revealed that, except for two particular cases, all of the 
potential classifications had been investigated at least once by 
1990. These two outstanding cases are the energy and health-
monitored conditions, which appear in the literature by 1995. 
Both of these conditions are particularly relevant to mobile- 
robot systems and systems designed for extended field service. 
As many of the earlier systems reviewed were either manipula-
tor systems (where power is continuously available), or proof-
of-concept vehicles designed for lab use (where it can be 
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expected that repairs and overall system health monitoring 
will be performed by the researchers), it is little surprise that 
the first discussion of monitoring these items appears with the 
Mars Pathfinder mission and the Sojourner rover [37]–[39].

Obstacle avoidance, pose, and effector force are the most 
commonly monitored conditions: As Table I illustrates, within 
the surveyed literature, there were 16 examples of a guarded 
motion behavior being used for obstacle avoidance, 16 occur-
rences of it monitoring actuator/effector pose, and 14 examples 
where guarded motion behavior was used to monitor effector 
force. While there were some cases of overlap into the obstacle 
avoidance category (the ESA ROTEX arm [11] and the MER 
IDD [16] both had obstacle detection capabilities), these three 
common categories were primarily aligned with the type of 
robot: mobile systems used obstacle avoidance, while manipu-
lators tended to monitor pose and effector force. While cross-
over is indeed possible, as noted above, such distinct 
differentiation indicates a tacit agreement by researchers on the 
ecological needs each type of robot encounters. Mobile-robot-
ics typically operate in an at least partially unmodeled environ-
ment and must therefore react to objects and obstacles in the 
environment, while manipulator systems are typically used in a 
more engineered environment and are more concerned with 
how they interact with objects in their environment (touch or 
grasp an object without either slipping or crushing it).

More examples of guarded motion were found in mobile- 
robot systems than manipulator robots, but several examples of 
each exist: While not explicitly called out, Table 1 contains 20 
mobile-robot systems and 13 manipulator systems that were 
found to employ guarded motion in fashion. While we do not 
claim that this table contains all systems which have ever used 
guarded motion, this sampling certainly shows that guarded 
motion can be, and has been, used on both types of robots. As 
the previous paragraph notes, it may be employed to monitor 
different conditions and perform a different function within 
the overall architecture, but guarded motion is still a valuable 
design tool for engineers constructing either types of system.

Open Research Questions
In addition to the above-noted findings, reviewing the classi-
fied guarded motion systems also raised four questions for 
discussion and potential future research. These discussion 
points are that there is no consistent method or metrics used 
in evaluating guarded motion systems, that visual feedback 
has been used almost exclusively as the primary display 
modality, it was unclear what the role of guarded motion 
would be within some of the autonomous systems currently 
under development, and finally, if there were conditions 
where guarded motion techniques would not be effective and 
they should not be employed. These questions will be 
addressed as follows:

No Consistent Methods/Metrics, Most  
Systems Are Proof-of-Concept
The obvious question to ask when classifying different 
guarded motion techniques is “which technique is best?” Dis-

counting for the moment the fact that the answer to that 
question is highly task-dependent and that there, indeed, may 
be no distinct answer, it may be all but impossible to evaluate 
that question with post hoc analysis given the technique 
employed throughout this literature. The guarded motion sys-
tems surveyed were predominantly proof-of-concept or dem-
onstrator systems (the exception being the fielded research 
platforms such as Pathfinder or MER, but these were still 
descriptions of systems designed to accomplish one particular 
task or set of tasks), and they did not employ any consistent 
metrics or design methods for evaluating and selecting a 
guarded motion methodology. Developing such a common 
metric for evaluating a guarded motion design or a method-
ology for selecting one particular design over another would 
be a valuable future research topic for engineers to make more 
informed decisions about the system as it is being designed. 
Considering operator/pilot situation-awareness testing as an 
example, while they certainly do not answer all questions, the 
development of situation- awareness metrics such as situa-
tion-awareness global assessment technique (SAGAT) [57] or 
situation-awareness rating technique (SART) [58] has allowed 
developers and, later, readers of the literature, to make more 
meaningful comparisons across systems even when there are 
disparities between the overall designs.

�Predominance of Vision Interface
Except for the semiautonomous wheelchairs and two mobile-
robots explicitly to test haptics, the primary display modality 
for all other systems was visual. While there were no other 
nonvisual systems to corroborate this conjecture, the collab-
orative agreement appears to be that the visual modality 
should be the primary interface modality, except when the 
operator is colocated with the robot and can directly observe 
the environment without computer mediation. While there 
appears to be no reason to contest the visual modality as the 
optimal channel to present guarded motion information to an 
operator, there also appears to be no experiments evaluating 
this assumption. While we would not expect the hypothesis to 
be rejected, we do note it as a potential area for future 
research.

�Conditions Where Guarded Motion Does  
Not Work Well or Should Not Be Used
An area of significant concern is: Are there conditions where 
guarded motion does not work? Many of the surveyed sys-
tems included multiple levels of control, one of which was 
commonly a direct teleoperation interface (used for diagnos-
tics and system checkout). While they could be controlled 
through direct teleoperation, or have individual actuators 
manipulated directly as described for Dante II [23], this was 
not the default operating method, but was used only under 
special conditions. This raises the question however: Are 
there any tasks or conditions where designers should not 
include a guarded motion type capability at all? Returning to 
the definition of guarded motion presented earlier, the only 
time guarded motion would not be useful would be when it 
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was instead the robot that had inferior understanding and the 
human who had the superior knowledge of the robot’s pose 
and relation to the environment. Given the known limitations 
of mediated perception and other detrimental factors, this is 
likely only a theoretical case, but nonetheless could certainly 
be investigated in the future.

�Role of Guarded Motion in Autonomous Systems
Another question that should be raised in relation to guarded 
motion systems is: What is the role of guarded motion in rela-
tion to autonomous systems? Given that guarded motion was 
first explored in the late 1970s and early 1980s, and that there 
has been an increasing focus in the last decade on more fully 
autonomous systems, is guarded motion still a relevant tech-
nique? How does it fit in with these systems? However, Mur-
phy and Burke [3] identify a large class of search and 
observation tasks, called remote presence applications, that 
will likely always be conducted as human-in-the-loop, and it 
is expected that these tasks would always benefit from a 
guarded motion capability. Given the presence of remote 
presence applications and the surprising historical pervasive-
ness of guarded motion seen in the section describing the his-
tory of guarded motion, it would be incorrect to assume that 
guarded motion is simply an old technique and will no longer 
be useful in the future.

Conclusion
This survey of the literature on guarded motion for mobile- 
robots showed that there are over 40 successful systems where 
the robot overrides the human directives to maintain safety, 
especially to avoid collisions. Given that almost every combi-
nation of intervention mechanism, command integration 
method, monitored conditions, interface modality, and dis-
play preprocessing were incorporated into a workable system, 
it was difficult to determine what works best. Instead, conclu-
sions were divided into 1) heuristics for design that were 
directly supported by the studies reviewed in this article and 
2) additional, more speculative design guidelines organized 
around the five axes in the taxonomy.

Heuristics for Design
An examination of the guarded motion systems identified in 
the above taxonomy yields three general findings about such 
systems that can help inform the incorporation of guarded 
motion into a robot system.

Time delay in the command loop suggested that exception-
based autonomy intervention criteria be used as the control ele-
ment and predictive simulation as the display element. In 1986, 
Sheridan clearly showed the benefits of using predictive simula-
tion to generate operator displays when teleoperating a robot 
with a time delay [59]. All of the guarded motion systems sur-
veyed that dealt with a time delay heeded Sheridan’s findings 
and used some form of predictive simulation in their operator 
displays. But these time-delayed systems also had another fea-
ture in common: exception-based autonomy intervention crite-
ria. When considering a time-delayed guarded motion system, 

it is understandable why exception-based autonomy interven-
tion has been consistently selected. In a guarded motion sys-
tem, autonomy intervention occurs when the operator’s 
understanding of the robot’s environment has degraded to such 
a degree that a safety constraint has been violated. Regardless of 
why this misunderstanding has occurred, the best case 
response will be the round-trip signal time (the return trip to 
alert the operator of the problem, and the outbound trip to 
send the correction), for any delay that is long enough to be 
called a delay, this is enough time for a robot to go from violat-
ing a safety constraint to causing a safety incident. To ensure 
safety in such a system, the robot must assume full authority 
when a constraint violation occurs and must allow the opera-
tors to correct their understanding of the situation so that oper-
ations can continue within the performance envelope.

Ranged exteroception is necessary for continuous auton-
omy intervention case. Examining the systems that used con-
tinuous autonomy intervention revealed that these systems 
shared a second commonality as well. All of the surveyed 
guarded motion systems with continuous intervention systems 
also employed ranged exteroceptors. This finding makes intui-
tive sense as well: proprioception provides binary (yes/no) indi-
cation of constraint violation, while ranged exteroception gives 
continuous look-ahead capability so the guarded motion sys-
tem can adapt before a constraint violation occurs. Thus, we 
found that the surveyed guarded motion systems indicate that 
ranged exteroception is a necessary capability for a continuous 
intervention system.

Clusters of applications exist which provide de facto design 
recommendations. In examining the classified systems, we 
identified three consistent clusters within the available config-
uration space: while they did not partition the whole space, 
they did provide a design recommendation for the specific 
task that each cluster represented. The three identified tasks 
with clustered designs are: robot manipulators in space, rov-
ers, and wheelchairs. For robotic manipulators in space, all of 
the systems surveyed (ERA [24], [25], ESA ROTEX [11], 
JEMRMS-MA and JEMRMS-SFA [24], [25], SPDM [46], 
[24], [25], SRMS [33], [24], and SSRMS [24], [25]) used an 
exception-type autonomy intervention criteria, a traded com-
mand integration method, monitored pose, and effector force, 
with a visual interface rendering a virtual representation of the 
robot and the task. Rovers on the other hand (such as the 
Pathfinder/Sojourner [37]–[39], the twin MERs [14]–[17], 
and the NASA Ames K10 [36]) all used exception-type auton-
omy intervention criteria, traded command integration, mon-
itored obstacles, pose, energy, and system health for constraint 
violation, and presented the operator with a visual interface 
based on a virtual representation of the rover’s state. While 
these first two systems lay somewhat close within the configu-
ration space, the third category, semiautonomous wheelchairs, 
occupied a very different region of the design space (as one 
can imagine, the design requirements for a wheelchair and a 
remote scientific rover are themselves quite different). The 
wheelchair systems (the Bremen Autonomous Wheelchair, 
the University of Maryland NavChair, and Wheelesley) were 
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all continuous intervention systems with blended command 
integration monitoring obstacles and presenting the operator 
information through a tactile interface based on a direct rep-
resentation of the robots environment. The one exception to 
this wheelchair design heuristic, Wheelesley (which used an 
exception-type system with traded command integration), 
proves the rule and makes the overall point of these clustered 
designs. Given the strong convergence of each of these design 
types, future designers of such systems should consider these 
archetypal systems as a baseline or reference design for their 
systems. These systems should serve as a design inspiration 
but not a limitation. Future engineers should also identify 
where their specific design requirements diverge from the 
established patterns and identify how those differences should 
influence the guarded motion configuration they employ. 
Returning to the Wheelesley example, this wheelchair was 
designed for users with cognitive and fine motor impair-
ments, something that had not been a requirement for the 
other systems. Given these additional obstacles, these users 
would have a significantly more difficult time to smoothly 
and quickly adapting their inputs based on the obstacles the 
chair had detected, suggesting a different type of autonomy 
and an alternate command integration method.

Additional Guidelines by Axis
The three heuristics captured the overall system-wide trends; 
however, a mobile-robot designer may construct a system as a 
series of design tradeoffs from within each of the five taxo-
nomic axes in the section on taxonomy. The predictors of 
success for each element in the taxonomy are less clear that 
the three heuristics, but this section speculated on the issues 
and choices associated with each control or display element. 

The surveyed studies showed that exception-based auton-
omy intervention is essential for applications with long-time 
delays, but the choice is less clear for applications where 
latency is not a problem. The choice of exception-based or 
continuous autonomy intervention appears to be a fundamen-
tal design decision. Is the robot fully autonomous except when 
an exceptional event occurs, and then control must shift back 
to the human, or are the robot and human continuously work-
ing together? The studies offer little insight into the answer, but 
continuous autonomy intervention appears attractive for 
applications where the human is actively involved and, is 
working in a complex, open environment where reaction is 
more important (or possible) than accurate preplanning.

Rather than choosing a single type of command integra-
tion, it may be desirable for a mobile-robot to have both 
traded and blended methods. The regime should always have 
at least one instance of traded control, where the robot over-
rides the human directive to perform another action, if only 
for an emergency stop or staying within a bounding box. 
Blended control, where the robot modifies or adapts human 
directives (such as avoids obstacles while moving in the 
intended direction), should be considered as the default tele-
operation mode. Even if a robot calls an emergency stop and 
the human begins to directly control the robot, the human 

may not have a useful perceptual vantage point or may be 
encountering a significant time lag; thus the robot may be 
able to better sense and react to the environment.

The choice of monitored conditions for the robot to guard 
against depends on the task. The majority of cases where the 
robot took over or adapted human commands involved 
mobility conditions, but internal and indirect conditions are 
also a concern. For example, the robot might shut down 
rather than allow a human to burn up a motor while spinning 
in place. The studies surveyed in this article showed no  
consensus on which conditions to monitor but there was a 
sense that the more robust designs had a larger number of 
monitored external and internal conditions.

While the choice of interface modality is dependent on the 
specific tasks, in practice, designers have relied almost exclu-
sively on visual displays. This practice appears to stem from 
convenience rather than a conscious design decision. Design-
ers are encouraged to conduct HRI analyses to determine the 
division of functions between human and robot and then to 
apply good human–computer interface design principles so as 
to enable the human to realize those functions. In general, 
there will be at least two functions of a guarded motion inter-
face, one is to display the nominal information needed for the 
nominal control regime (e.g., blended control, supervisory 
control) and the other is to determine why the robot has 
assumed control (e.g., why an emergency stop was issued). 
Force feedback joysticks appear appropriate for blended navi-
gational control, and auditory or tactile alerting may be useful 
for signaling exceptions.

Display preprocessing is a must for human understanding 
of applications involving large time delays or when unusual 
sensors or perceptual representations are used. The appropri-
ate amount of simulation or virtuality needed to understand 
why a robot has assumed control or to be confident in traded 
or blended control depends on the task ecology.

Summary
This article surveyed 32 manipulator and mobile-robot sys-
tems that rely on guarded motion. Guarded motion provides a 
methodology for the robot to track and monitor safety condi-
tions it is better suited to observe and then integrate its find-
ings with the command sequence provided by the human 
operator. It has been used in some form since 1975 and will 
likely play an important role in future systems for military, 
medicine, law enforcement, and emergency response applica-
tions as they shift from teleoperation to increased autonomy, 
where the advances in autonomy are not sufficient or mission, 
safety, regulatory, or economic concerns require human partic-
ipation. To classify and analyze the surveyed systems, a novel 
five-axis taxonomy for guarded motion was created. The axes 
are autonomy intervention criteria, command integration 
method, interface modality, display preprocessing, and moni-
tored condition. These differentiators cover when and how the 
system intervenes, how this information is presented to  
the operator, and finally, what conditions are monitored by the 
system. The taxonomy is expected to be capable of accounting 
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for all of the systemic differentiations between any future 
guarded motion implementations and serves as formal basis 
for comparing designs. The article also contributed a set of 
design heuristics on what control and display elements to use 
for certain conditions and identified several open research 
questions. The survey, taxonomy, heuristics, and discussion 
are expected not only to add to the fundamental theory of 
autonomy and HRI but also serve as a practical guide to imple-
menting a guarded motion system.
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